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Orthogonalization of the SU@) > SO(n) projected states
and SU(3)D> U(2) isofactors
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Abstract. The explicit direct and inverse orthogonalization coefficients (OCs) are derived for
the projected basis states of the two parametric covariant irreducible representations)obSU(
SO) (including Elliott'sn = 3 case) and SU(4) SU(2)x SU(2) (Draayer), with the alternative
choices of the Gram—Schmidt processes, began, respectively, from the lowest (Vergados) or
highest absolute value of the intrinsic parameter The different direct and inverse OCs (the
latter equivalent to the definite boundary SYO SO@) isofactors, or the boundary resubducing
coefficients) are found to be connected by the definite analytical continuation—contraction
procedures with mutually related OCs of the biorthogonal SW(BU(3) > SU(3) states

and the boundary orthonormal pseudocanonical and paracanonical isofactors of=SU(3).

The orthogonalization coefficients considered are presented as definite algebraic-polynomial
structures under the square root, with the linear factors and numerator—denominator polynomials
in terms of the partition-dependent functions of Biedenharn and Lw;k‘,””f”").

1. Introduction

The non-canonical chains of subgroups, such asmpUd( SOn) and, in particular, the
SU(@3) D SO(3) and SU(4)> SU(2) x SU(2) cases, have found many applications in
physics and, especially, in nuclear theory. Serious mathematical problems are presented by
the appearance of the repeating irreducible representations (irreps) of subgroups for such
restrictions, together with the diversity of non-orthogonal analytical versions of the basis
states, with the biorthogonal bases included. In a series of previous papers [1, 2], explicit
analytical expressions have been proposed for the orthogonalization coefficients of the
different versions of the projected (Elliott [3], Draayer [4], see also [5-9]), polynomial [6-9]
and their dual (i.e. biorthogonal [7-9]) bases with single-dimensional missing (multiplicity)
labels, including the cases of the two-parametric covariant and mixed tensor irreps.

When Louck and co-workers [10, 11] proposed ah initio construction of the
ambiguity-free and conjugation-invariant orthogonal basis states for SU(35O(3)
(which, however, are not related with the states of any basis, considered in [1, 2]),
Ali Sauskas [1] presented explicit algebraic-polynomial expressions for the direct and inverse
orthogonalization coefficients (OCs) of the projected basis states of) SUEO(n) in the
case of the two-parametric irreps. These OCs correspond to the Gram—-Schmidt processes,
began from the maximal value of the intrinsic projection type paramg&teor k, and
are expressed in terms of the numerator and denominator polynomials, related with the
AA(”’b;d"f) functions of Biedenharn and Louck [12-14]. Otherwise, these OCs are related
by the definite analytical continuation procedure to the OCs of the SY(3J2) isoscalar
factors, which transform the biorthogonal systems [15] of SIH{(3)(2) isofactors into the
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orthonormal isofactors of the paracanonical [16] labelling scheme. Note, that the Gram—

Schmidt processes began from the maximal values of the multiplicity label were preferred in

[1] and [16], since the linearly dependent states of the overcomplete non-orthogonal bases in
the both cases appear naturally from below, in accordance with the intermediate expansion
technique [6-9, 15].

However, an orthogonal SU(3) SO(3) basis, derived by a Gram—Schmidt process
began from the lowest absolute value of the paramg&teffor the multiplicity < 2 see
Vergados [17], cf Tolstoy [18]) is more convenient and significant from the physicists point
of view, since series of states with fixéd and increasing. > K appear naturally in the
nuclear theory. The main purpose of this paper is the explicit analytical orthogonalization
of the projected basis states of the two parametric covariant tensor irreps of the chain
SU(n) DSO(n), began from the lowest absolute value of the intrinsic multiplicity label.

Investigations of the polynomial structure [8,19] of the overlaps of the projected states
(which were derived by means the intermediate expansion technique [6-8], as well as the
overlap structure of their dual basis states [19], lead us to the conclusion that the OCs in this
case are related to the OCs of the SUBY(2) isofactors, transforming the biorthogonal
systems [15] into orthonormal isofactors of the pseudocanonical [15] labelling scheme. In
general, the isofactors of this latter scheme are less convenient (less symmetric) than the
isofactors of the paracanonical scheme. In these both cases the Gram-Schmidt processes
are began from the opposite ends. Otherwise, the pseudocanonical isofactors (after some
permutation of their parameters) are equivalent [15] to the U(2)-reduced matrix elements
of the SU(3) tensor operators with the null space inclusion property (cf [20]), together
with the one-to-one correspondence between their multiplicity labels and the Gelfand—
Weyl-Biedenharn pattern [13, 20] of the canonical SU(3) tensor operators. (However, the
conclusion of theorem 1.2 of [20] about the isofactors of SU(3) for definite shifts of the
SU(2) irrep parameters being equal to 0 is not valid for pseudocanonical isofactors). In
their turn, the OCs of the paracanonical and pseudocanonical labelling schemes are also
found to be mutually connected by an analytical continuation after substitution of some
irrep parameters, equivalent to the hook permutation.

The direct proof of the explicit orthogonalization of the projected/§U{ SO(n) basis
into the Vergados version (as well as the orthogonalization of the biorthogonal SU{8})
isofactors into the pseudocanonical ones) is very cumbersome, in much the same way as
the derivation and proof of the explicit denominator function [13, 20] or OCs presented in
[1] and [15]. At first some OCs may be written straightforwardly from the preliminary
rearranged expressions of the overlap functions for the initial and final values of the
multiplicity label of the orthonormal basis states. In such a way the dependence of the
most general OCs on the label of the non-orthogonal states in the linear numerator and
denominator factors under the square root sign may also be established. Furthermore,
we should examine the polynomial structure and symmetries of the Gram determinants,
expanding them in terms of the overlap functions and decomposing in accordance with the
null space (ordered vanishing) properties of the OCs. This way leads to expressions for
the OCs in terms of the linear numerator and denominator factors under the square root
sign and the numerator and denominator polynomials, in which the total degrees in the free
parameters are fixed—restricted from above by the initial construction and from below by
the distribution of roots of these polynomials (truncated [1, 16] weight space of zeros [20]),
also correlated with the null space properties.

Therefore, in order to avoid a lot of trouble, it was expedient to reconsider in section 2
the structure of the boundary paracanonical SU(3) isofactors and their OCs and also to
present the explicit OCs for the pseudocanonical labelling scheme, before presenting in
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section 3 the main result of this paper—the orthogonalization coefficients for the projected
basis states of the two-parametric covariant irreps ofup(SO(n).

In the remainder of the introduction we discuss the notation used for the alternative
versions of the projected Sk > SO(n) basis of the two parametric irreps (which cover
the general SU(3p SO(3) case), taking into account that normalization of [1] and [19]
is more convenient for arbitrary > 3. The definition, some expressions and the main
symmetry properties of the partition-dependent functiﬂmé“*";_d’e) are also presented.

1.1. Definitions and relations between the projected SB(19O(n) bases

The two-parametric covariant irreps of Sly(and SOg) (» > 3) will be denoted in
Introduction and section 3 ag.w0) and [L1L,], where p. + v, v] and [LiL,] are the
Young frames (partitions). The two versions of the projected non-orthonormal Elliott [3]
basis of SU(3D SO(3) may be expressed as

(e \ pL () (1.13)
KeLM [ " @ iu ik, '
Gv)g- | pL (Av) (1.1b)
km [ " o2 ik '

with the projection operatorB}, . acting on the intrinsic SU(3p U(2) states, denoted as

(a b) > (a b) >
Yo i0, i, = K, /2 yo, i, i = K_/2

in section 2 (see also [5-7]). The projected (Draayer [4]) states df SU(4) D
SU(2) x SU(2) with the spinS and isospinT (which are expedient to be interchanged
in the physical applications) may be obtained by means of the projection opeRi;lg(rs
and P}{hk acting on the intrinsic SU(4) Gelfand-Tzetlin states:

or

A4y v 0 0
(M0 g _ps pr k+ 31 +v 0 0 L
kSMg: kT My | M Mk k41 1.2
S T +§)\.+V 0
k4 A+ v

(see also [8] and [21-23]). Irreducible representatidiyglp] of SO(4) withL; = S+ T
and L, = |S — T| appear for the basis states of the chain SU{4$0(4), which may be
constructed more easy by means of the extrapolated t@)St(SO(n) isofactors [7, 8]
for coupling (p100) ® (p200) to (Av0), although a supplementary factor is necessary for
renormalization between the extrapolatEdbasis [8] and Elliott basi€~ in then = 3
case (taking into account the correspondehce %K_, Ly =L, L, =0 or 1, so that
A — L1 — Ly is an even integer).

In [1] the relation between the above-mentioned QU SO(n) analogue [8] E of
SU(4) D SU(2) x SU(2) projected basi& (obtained using the definite Sk)(> SOn)
isofactors as analytical continuation of the SU{#)SO(4) isofactors) and basi#] used

 For some corrections see also [9]. Note that in the r.h.s. of (5.2) the factdf 2s omitted andv — Ly — Ag
is even.
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in [19] with a more natural behaviour (with respect to the analytical continuation for arbitrary
n) was discussed. The new basig] [was determined as

(0] (x0)

(P10 (p200  (M0)
k[L1L>5], = K[L1L>2], 1.38
fatz] Z;[ [p]  [p2] K[LlLZ]J flbak] (%)

= NOw; k[L1Ls],) G 1) [2(2v +n — HN (2% + 2v + 1 — 2)!
(M0)
x(L1+ Ly +n—3)(L1 — Lo+ 1D]7Y?| k[L1L3], (1.30)

wherek = %(pl — p2), A+ 2v = p1 + p», with the boundary isofactor of SW( > SOn)

on the r.h.s. of (1.8 appearing as the weight coefficient for expansion in terms of the

orthonormal states with the lab&l (In equation (1.8) of [1] the corresponding label

k < k]. Here and in section 3

A+DA+20—Li— L)W (A +2v+L1—Lo+n—2)1
(A+2v+2k+n—

N(w; k[L1Lo],) = [

o A4+20—Li+Lo+n—BNA+2v+ L+ Lo+ 2n — 61172 W
A+2v—-2k+n—-4H! T

Forn evenG(n) = 1 and forn odd G(n) = F(%)/\fZ. In the SU(3)> SO(3) and
SU4)> SU(2)
(AV)E- >
(1.5)

(MW)E) B pi/2  p2/2  AJ2 pr p2 L7
KL(L)M | | p1/2 —pa/2  k p —p2 2k 2% LM

(A0)(g >_{P1/2 p2/2 Si|1[171/2 p2/2 T]l

ki STMsMry p1/2 —p2/2 k p1/2 —p2/2 k
p1/2  p2/2  AJ2 (M0 g
x (1.6)
p1/2 —p2/2 k kSMg; kT My

with the renormalization coefficients expressed in terms of the boundary SU(2) Clebsch—
Gordan coefficients of the type

o2 J | [ i) 2" (2j + 1) ]1/2
i —je - | LUi+jz=D'Ga+jz+i+DH]

The boundary isofactors on the r.h.s. of identity 8.8r n = 3 are multiples of the
boundary resubducing coefficients between the chains StJ(3}2) > SO(2) and SU(3D
SO(3)D> SO(2)

(p10) (p20) () B [ A+ 1)(p1+ p2 — D) (pr+ p2+ L + 1) ]1/2

[p]  [pal KL(L2s | L27F720104+v+ D1 (2pi— DI (2p2— DI (L +1)

(Av) (Av)
X (1.7a)
S +20) JviK. | KLK_
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(With K_ = p1—p2, A4+2v = p1+p2, ¥ < %K_), and coincide with the orthogonalization
coefficientsO:""* of the dual basisf], as well as

[(mO) (p20)  (0) }Eémm (1.7)
[P [p2] «[L1L2]n

ki
for arbitrary n. Otherwise, the boundary resubducing coefficients [between the chains
SU(3) D U(2) > SO(2) and SU(3)SO(3) > SO(2)] on the r.h.s. of (18] are equivalent
to OCs of the dual projected basts Hence, the orthonormal Sk(> SO(n) states may
be expanded as follows:

(A0) (0[5
K[LiLol, ) = 0% Ht | k[L1L), (1.83)
k<k
(M0)g
=D O | KLaLo), (L.8)
k=K

with the orthogonalization coefficients satisfying the conditions

Z Ow,kék,?/ = 57,7 Z 5k,?0?,k/ = Sk,k/ (1-9)

KZ2k>k k>k>k

sinceOz; =0fork <k and@kf =0 fork <x.

The direct and inverse orthogonalization coefficients used both together are very
convenient for the Engeland [24] (see also [4] and{)9jonstruction of the SU(3D
SO(3) isofactors in terms of special SU(3) U(2) isofactors, the inverse resubducing
coefficients [8] and SU(2) Clebsch—Gordan coefficients, as demonstrated by equation (1.12)
of [1]. Recall [1] that the orthogonalization coefficients for the basis may be obtained
from OCs of E_ basis of SU(3)> SO(3), after the substitution of parameters> © and
v — A and appearing additional phase facterl)**. The transition to the two-parametric
contravariant irrepgOv) of SU(r) is accompanied by the same phase factor.

1.2. Definition and some properties of the Biedenharn and Laycfunctions

In our formulae throughout the paper we will use the following notation for the rising and
falling factorials:

Xp=XX+1 - X+k-1D=(X+k-1® (1.10m)
XV =xX-1 - (X—k+1). (1.1)

with (X)o=X© =1 and(X); = X® = X.
In [1, 16] and in this paper the numerator and denominator polynomials of OCs are
expressed in terms of the partition-dependent generalization of the Saalschutzian (balanced)

1 Note thatzl1 should be changed (twice) l%) in (5.5) of [9], the first symbolx on the r.h.s. of (5.10) should be
corrected to + and the parametdf’| > A + 6.
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4F3 hypergeometric series [25, 26], introduced by Biedenharn and Louck [12-14] as the
auxiliary A, function (used in [13] in the proof of the symmetry of tﬁg(A) polynomials):

a,b,d,e !
Aa( ):n(a—|—b+c—s+1)%(c+d+e—s+1)at
c s=1 ‘

x Y g(Bya) (2Fa(a, b; a+b+0)|B) oFi(c+d, c+e; c+d+e)ly) (1.11a)
By

Z g(Bya) 1_['
= M(BYM(y) Szl(a : )ﬁX( ’ )ﬂ.\-

X(a+b+c+ﬁx_S+1)otx7/3f(c+d+e+ys _S+1)a(7yx

x(c+d—s+1,(c+te—s+1),. (1.11b)

Here the Littlewood—Richardson numbgisy«) is equal to the multiplicity of the irrep
of U(r) in the decomposition of the direct produét® y, the generalized hypergeometric
coefficients(,Fi1(a, b; ¢)|A) are expressed as follows:

(2F1(a, b; o)|A) = ML) H(a —s+1),,(b-s+1),, /(C — 5+ 1), (1.12)
s=1

and measure

t
M) = N'/d, = ]_[()\s +1—s)! /]‘[(xs —M—s+k) (1.13)
s=1 s<k
is expressed in terms of the dimensiaN$ and d; of the permutation grougy and its
irrep A.
The functionAa(“'b(;d"f) is a polynomial (with rational coefficients for a fixed partition
«) in five free parameters, b, c, d, e and satisfies the evident symmetry relations [12, 14]

A, (a,b, d,e) DDA, (—a, —b, —d, —e) (1.14)
c

—C

d b
=Aa( toetcate, +C> (1.140)

—C

ba,d be.d
:Aa( @ ’e):Aa (“’ € ) (1.14)
C C

(wherea™ means the partition with the interchanged rows and columns of the Young tableau
a) and isS, invariant [14] with respect to all 4! permutations of the parametets d, e.
(This last invariance is very important for the uniqueness of our solutions for the numerator
polynomials [1, 2, 16], although its proof [1#for the permutatio <> d is very tedious).
We get the balanceglF; hypergeometric series in the case of a single row or (taking into
account relation (1.18)) column in the partitiornx.

The partitionsa of the functionsA,, corresponding to our denominator polynomials,
include r equal rows: ¢ = [h'] (the coefficients of the corresponding polynomials turn
into integers after multiplication by («)), but in the case of the numerator polynomials

1 Note that lemma 6.2 of [14] should be reformulated (sincandz,, are not necessarily equal to 0 both together)
without spoiling the main proposition.
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only partitions with the deleted squares in the last raw,= [ﬁ“l, h], or column,
o = [(h + 1" 'h'], may also appear. Hence, in these cases the multiplicitigs «)
or g(Bya’) also do not exceed 1, with

!
Bitvrs=h D (Bi+y)=ht (1.1%0)
s=1

in the first case and

t
h — :Bl—s+1 = Vs = h — lgt—s = Vs+1 Z(,BA + )/A) = h(t - 1) +h (115))
s=1

in the second. We may interchange the rows and columns, @ andy, and use relation
(1.14%) in the third case.

Fora < 0 or b < 0 integers, the number of columns fhis restricted:8; < 1 < —a
or —b, as well as forc +d < 0 orc+e < O integers, the partitiog is restricted in (1.148):
y1 < —c —d or —c — e. Otherwise, fora or b positive integers, the number of rows
is restricted: By, = 0, if s’ > a or b, as well as forc + d or ¢ + e positive integersy, = 0,
if s/ > c¢+d orc+ e. When these restrictions exceed those caused by conditions)1.15
or (1.1%), some common factors (appearing in all non-vanishing terms of i)). biay be
carried out before the expression, in order to write the reduction formulag dfinctions
with shifted values ot anda, b, d, ¢, c. For specified values af, b, d, or e, the roots of
these common factors give the sets of zeros of the functigndistributed as the SU(3)
weight space of zeros [13] or the truncated weight space of zeros [1, 16], respectively.

For special partitionss = [A'], the function Aa("”’;"’e) may be expressed (cf
equation (1.25) of [14]) in a more symmetric form:

,b,d, L '
Aq (a C e) =S IMEMBI [P @ —s+Dpa+ec—s+1Dy
B s=1

x(@+b+d+e+2c+h—t—s+Dpa+b+c+p—s—+ Do _p

x(a@+d+c+Bs—s+Dg_plate+c+pfs—s+1g_p, (1.16)
where
Bs = E - IBZ—S-H.‘

Of course, equations (1.11) and (1.16) simplify considerablysfer 1 (turning into the
4F3(1) hypergeometric series) and, in particuldgg (") = 1.

2. Orthogonalization coefficients for the paracanonical and pseudocanonical
isofactors of SU(3)

In this section, we present the explicit polynomial expressions of the boundary orthonormal
isofactors of SU(3D SO(3), which correspond to the paracanonical and pseudocanonical
labelling schemes and form the triangular orthogonalization matrices of the Gram—-Schmidt
process for the non-orthogonal isofactors satisfying simple boundary conditions [15].
Presented inverse matrices are formed by OCs of the standard (minimal) bilinear
combinations of isofactors. Although we cannot avoid the Gram—-Schmidt process for
these versions of the SU(3) coproduct splitting (contrary to the canonical splitting [27]),

the structure of the numerator—-denominator polynomials is simpler than for the canonical
splitting of Loucket al [13].
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We use in this section the same notation for the irreps and their basis states as in
[15, 16], with (a b) for the mixed tensor irreps whewe = my3 — mo3, b = mp3 — m33
and Jni3, mo3, m33] is a Young frame (partition). The basis states are labelled by the
hyperchargey = mip + map — 5(maz + mos + mag), the isospini = 3(mi2 — my2), and
its projectioni, = mq; — %(mlz + myp), where the integers:;; are the Gelfand—Tsetlin
parameters. Sometimes the parameter

z=131(b—a)— 3y =maz— 3(miz+ m2p) (2.1)
is more convenient thap, because

i+z>0 a+z—i2>0 b—z—i>0 (2.2)
are integers. In the case of couplingd’) ® (a”b") to (a b)

=7 4+7"+v where v= 3@ —b' +a" —b" —a+b) (2.3)

is an integer. We also use the following notation for the parameters of the highest- and
lowest-weight states:

Vo=@ +2) ig=-zy=1d  Fy=-3@@" +b) ip=z5=13b" (2.4)
The boundary paracanonical isofactors and inverse orthogonalization coeffidents
with label I of repeating irreps satisfy the conditions of biorthogonality

> 0, 1@ ygiga b Ygiolla bFi:T) = 5, (2.59)
T

> (@b ypiga"b' vgigllabyi: DQ; 7 = 67 7. (2.5)

For the chosen version [15, 16] of the paracanonical coupling the multiplicity label
(the intrinsic isospin of the Gelfand—Weyl-Biedenharn pattern) satisfies the conditions

T+7>0 a+Z-1>0 b—Z—1>0
(2.6)

~

T+i;>0  i,+ip—1>0 TI>B
where
B=1L@+b-b —a" +v) i, =3 -b" T=30"—a)+v. (2.60)

Expressions (2.1) and (4.1) of [16] for the boundary paracanonical isofactors and
corresponding inverse orthogonalization coefficieftg with the fixed values ob — 27 =

b —a"+a+v, i —Z andb—Z — I may be written as follows:

B - —1I= LKy, g7
@ v, aB' Sl b 5 T = ri 81 s (2.7a)
(I —)'[g77 &7+1.7+1]
. ~ "IN
N A L1 4 e

G=D'G+T+DLIgrreriady?
Here

~ ~ ~ ~ ~ %12
£e (a+1)(b+1)(a+b+2b" D@ +b'+ 1) D (-7 +i4+1) 0D / 2.8)
B (@ + D7 2@ + 0"+ D7 241G + T+ Dz '
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includes the linear numerator and denominator factors, appearing together with their
counterparts from the symmetry properties and decomposition of the Gram determinants
and eliminating the superfluous matrix elements. The factor

Kji = [0+ iV = i)V + i — )™ ig +ig +j + DY =DV
x@+Z—-DVNa+7+j+DHU b -7 -2 (2.9)

(with O for j < i) appears as an analogue of pattern calculus factors. The numerator—
denominator polynomials may be expressed as

abde ~ ab.de
=m0 ) @Tmm@n( 0T @
where
a=b+v+1 b=a+a" +b—v+3 d=d"+b—-v+2
e=b+b" +v+2 c=v—-Z2—-T—-d—d"—b -3
and
a=[h""1 h o =[(h+ 1" t=b-7—-T+1
h=1-% h=i-7% l=j—1.
In particular
Qb =gr =gz =g P =gt M=t o
¢ =g &M =grar

We modify the formal structure of the boundary pseudocanonical isofactors slightly (cf
equations (4.11) of [15]) and express them (for fixed 27, i —7Z, andb —7 — j) together
with the corresponding inverse orthogonalization coefficients as follows:

D" LK; 787

(@b ygioa"b"yoiolla b ¥is J) = —— (2.11a)
(= D'E77 85 17-a"?
—(a'b' ,a"b";a 2i+1 K'-”ii‘;:’i
%ib, pian ___ | 7( ’ )7,,78 N (2.11b)
- J=NG+Hi+DL[gr787 174"
where
T T o> ~ 1/2
L [@+ Do+ D@ +b+200T9@ +b + DD +T+ D52 ] 012
@+ 5 504@ +0"+2), = 7407 +i+ 1)6—Z-7+D) :

We see that equations (2d)land (2.1b) may be obtained from (2aJ and (2.D),
respectively, by means of the substitutions

a—>a+b+1 b— —-b-—-2 v—>—-b+v-—-1
~  ~ ~ ~ (2.13)
z—>z7—-b-1 i—>—-i—1 I——-j—-1
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which leaves the eigenvalues of the SU(3) and SU(2) Casimir operators invariant. The
parametera’, b’,a”,b", a+7, b—27, a+v are also left unchanged. The same substitutions
into (2.10) allows us to write the expressions for the numerator—-denominator polynomials

B . a,u.d,¢
g&7=0GD “'a“M(Ol)Aa< o ) (2.149)
- _, a,bn,d e
g = (—1)2*”“M(a/)Aa'( ) (2.1%)
-1

where
d=b—-b+v b=da+a" —v+2 d=a"—v+1
€=b+b' —b+v+1 C=v+j-%7—d—-a' —b -2

and

a=[h" h t=j-%+1 h=b-7—-7
h=b-%—i @ =[G-2"7,i-73).

The denominator polynomialg; > and gf’f may accept only non-negative values. In
particular

We can check equations (2d4)1(2.11b) and (2.14) for extreme values df with the
corresponding expressions of the overlaps [15], but the substitutions (2.13) allow us to
avoid the necessity of reconsidering for the polynomigls andg’' the arguments about
their polynomial structure, symmetries, reduction formulae and distribution of zeros, used
in [16] in the case of the polynomialg;;.

In the same way as the corresponding function (1.15) of [16], the function

4

. =7 ~.
(@' ypiga"b"4iolla b 3i: )

2.15
[@a+DB+D@+b+2) (@ +1DOb" +DM@ +b,b)M@" +b", a")]"? (2.15)

is invariant under 24 transformations of array (1.13) of [16] and, in particular, with respect
to the substitutions

a—b —d +a+v b—a' —b+b—v
(2.16)

b —a —v a — b +v

(anda +Z < b —Z, with fixed a’, b”, v,%Z andi;). This last Regge-type symmetry is
also very important for the results presented in the next section. Recall that the general
SU(3) pseudocanonical isofactors may be expanded in terms of the minimal biorthogonal
systems [15] (cf equation (1.11) of [16]).



Orthogonalization of SU(np SO(n) projected states 2697
3. Explicit orthogonalization of the projected bases of two-parametric irreps
The repeating irrepsi; L,] of SO@) in the projected states of the representatibn0) of
SU(r) are distinguished by the intrinsic multiplicity labki

3(Ao+80) <k < 3min(x, Ly — Lp) (3.1)

whereAg=00r1,6§=00r1,v—Ly,— Agandir +v — L, — §g are even integers and
11—k is an integer.

When the linearly independent states are chosen as in [1, 3-8] from above with
k > %(Ll — Ap — v), the orthogonalization coefficients from flmay be presented in
the following more compact forms:

(2k)(Bo+d0)/2 B,[(TE’LlLZ]" ek

g’i)\v,Lng)“ — (323)
’ (€ — )V 4+ ) [Gex Geranra]”
B/E,A:’LlLZ)” _ (—D)k=* (2k)1~(Bot0)/2 () 4k — 1)l g°* (3.20)

1/2
(k - K)I [gK,K gK+l,K+1] / B,[()?}:’LlLZ]n

Here non-negative even integers in the double factdtiat L; — Ao + 2¢)!! (appearing
under the square root sign together with their counterparts from the decomposition of the
Gram determinants in accordance with their symmetry properties) in the numerator of
[v.LaLoln _ 27 0An=3/2=v N (v; k[L1Lo])
ok [(v—Li— Ao+ 20N + Ly + 2t — Ag+ 2k +n — 2)N1]Y2

y R(k[L1Lo)k; 0T),

[(v— L1421t — 8+ 2 + D! (v + Ly — 8o+ 26 +n — 3112
restrict the parameters and eliminate the superfluous matrix elements of OCs. The factor
(o + T+ )0 —k)I(t —k)!

T+ ko —1)(t —K)!

(3.3)

R(K[L1Lo)k; o1), = 2%~ Ho=do—0 [

X(L1+L2+2K+n—4)!!(L1+L2—2k+n—4)!!
L1+ Lo+2k+n—HYN (L1 4+ Ly — 2 +n — Hll

[k — (Ao + 80)/2]1 (2 — 80+ Ao — DI (2 + 8o — Ag — DI TH2 3.4)
(2k + 80 — Ag — D1 (2k — 8o+ Ag — D! '

appeared in accordance with the factors under the square root of the overlaps of non-
orthogonal states. The notation

o =3min(Ly — Ly, A) T =21maxX, L1 — Lp) (3.5)

permitted to merge in (3&, (3.20) both versions, presented as equations (2.3), (2.4) and
(2.13), (2.14) of [1], respectivelyy (,Av; k[L1L>],) is defined as (1.4). Fdr= Ag =35, =0

in (3.28), the indeterminacy(2k)®ot%)/2 — 1, as well as fork = « = 0 in (3.2),
2k)(k +k—1D! = 1.

1 Note that the parameteks+ %A + v should be written jointly in (1.2) of [1]g.. should appear instead gfx

in the denominators of (2.3) and (2.13), as wellg&s instead ofg®* in the numerator of (2.4); in the second row
of the r.h.s. of (2.8)~2+5]@) should be replaced by 1+« +s]@) and—3 + 1 should be replaced bysy — 1

in the last row of (2.20).
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The numerator—-denominator polynomials (functions) in &8.and (3.D) may be
expressed as (2.7), (2.8), (2.16), (2.17) of [1] and are combined as follows:

a,b,d,e a,b,d,e
Ok =M (oz)Aa< ) g =M (o/)Aaf( ) (3.6)
c c—1

where

a=[(k — 2(Ao+80)7 . k — 2(Ao+ 0]

o = [(k — 3(Ao+80) + D7, (k — 3(Ao+80) ]
a=30+v+Li+Ag+n—1) b=o0+iv—Li+Ao+1)
c=—30+v+n-1)—« d=o+3(w+La+8+n—2) (3.8)

(3.7)

e=30+v—La+8)+1
and, in particular,

Oo+1,0+1 = J(Ao+80)/2. (Aotde)/2 = 1

gK+1,K (39)

gK’K = Oc+1.k+1 = Ok+1k-

Of course, the partitions (3.7) are formed by integers, but some parameters d, e, or
their linear combinations appearing in expressions d).ahd (1.16) of polynomial, may
be half-integers.

At last we may present the main result of this paper. Following Vergados [17] and
Tolstoy [18], and in contrast to [1], we choose the linearly dependent states with parameters
k > %min(k +v—Li+ 8, v— L+ 8). In this case the multiplicity labet of the
generalized orthonormal Vergados—Elliott—Draayer states satisfy conditions:

2(Ao+80) <k < 3min(x, Ly — La, A+ v — L1+ 8o, v — Lz + 8o). (3.10)

Using arguments similar to those used in [1] (cf also [2, 15, 16]) about the symmetry
and the linear factors of the OCs in the numerator and denominator under the square
root, as well as about the polynomial structure and zeros (roots) of the numerator—
denominator polynomials and the total OCs, we derived the following expressions for the
orthogonalization coefficient®y'***2" and O%"'2:

— _ _ —[Av,L1L2]n
6(AU,L1L2),, B 1+ ak,O)(K +k—1)! (Zk)l (Ao+30)/2 O BL] 1L2] (3 1]3)
. (k= [Gex Ger-1] |
ng}:,Lle)n _ (_1)E7k (1 + 8k,0)71 (Zk)(AoJréO)/Z g?,k (31]b)

(® — VNE + ! [Gex Ge_geg] 2 BL LT

Here non-negative even integers in the double factdrial L1 + 20 + 3o — 2¢)!! (again
appearing together with their partners, corresponding to the symmetry properties of the
overlaps) in the numerator of

gltv.Lilaln 2_(;\_'_,,_1)/2_” N(v; k[LlLZ]n)

By

[
v — L1+ 20 + 80— 20!
b RU[L1Lolc: o), [ 1+ 20 + 8o — 2¢)

X(A+v+Li+d—2%+n—-2QNA+v—Lr+ Ag+1-2)!

X (V+Lo+20 4+ Ag— 2 +n—3)N"Y2 (3.12)
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restrict the parameters and eliminate the superfluous matrix elements of the OCs. In (3.12)
the same auxiliary notation for the renormalization factor (1.4), the ratio (3.4) of the linear
(pattern calculus) factors under the square root sign and paramete(8.5) for merging

of the different solutions are used. Again for= x = Ag = §o = 0 in (3.11), the
indeterminacy(k + k — 1)!(2k)}~(Ao+%)/2 = 1 and in (3.1b), (2k)Po+%)/2 = 1. (The
additional factors(1 + 8;.0) and (1 + &.0)~* will be explained later). The numerator—
denominator polynomials (functions) are expressed in €.ahd (3.1b) as follows:

B a,b,d,e

N ) (3.13)
c

B : a,b,d,e

gk,k — (_1)2\ ﬂ;M(‘B’)Aﬁ,< ) ) (313))

c -1
where
B = [(O’ _ E)?*(AOJH?O)/Z’ o — k]
(3.14)

‘B/ — [(U —E+1)k7(AO+80)/2, (O' _E)?fk]
a':%(v+L2—Ao+n—2) b’:r+%(v—L1—Ao)+l
=—3h++n—-1)+x d=t1+30w+L—8+n—1 (3.15)
€ =3w—Li—8+1

and, in particular, foB =0orpg’ =0

0. = g(Pot0)/2.(Ao+b0)/2 _ o (Aot80)/2 _ q
?;; ? =, i1 ’ = (3.16)
0" =0-1z1 g "=z
Again, some parameteis, b’, ¢’, d’, ¢’ of the polynomialsA, may be half-integers. Of
course, the denominator polynomid@s, accept only non-negative values.

Equations (3.14), (3.11b) and (3.13) were proved preliminarily for extreme values of
k = 3(Ao+80) andk = (L1—Ly). The boundary OCs may be expressed in terms of the
overlaps as follows:

XOwLilo), ([E1k |[E] 3(Ao+50))

0+d0)/2 T (3.17a)
HO0RZ T B L (Ag+60) [[E] B(A0+60)
v.LiLe [E] 3(Li—Ly) |[E]k
T 1( 2 f21| ! 17 - (3.170)
([E]13(L1—Lo) [[E] 3(L1—L))
For this purpose the overlap
()\VO)[E] (A,VO)[E]
([E1k |[E] 3(Ao+80)) = ( k[L1iLzl, | 3(Ao+80)[L1iL2]y (3.18)

should be expressed using the corrected formula (5.4) of [8], together with our equation
(1.30). Since the summation parameter= 0 is fixed and the sum oveéj is equivalent to

the summable Saalschutzian [25, 26] (balanegd)1) hypergeometric series, the last sum
overly in the final expression for (3. 88 corresponds to the balancgf; (1) hypergeometric
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series in arelated to (1.16) form in accordance with the first expression (3.18) fQr.s,) /2-
Otherwise, the overlap

M0z (M0)z
([E13(L1—Lo) |[[E1k)=( 3(Li—L2)[L1L2), | k[L1La], (3.18)

for k' = %(Ll—Lz) < %/\ may be expressed by means of equation (5.7) of [19], together
with our formula (1.8). In this case the expansion ovEr= k' is trivial, the summation
parameterl, is restricted ag, = L, + Ag + 2z and the sum over is of the type,
corresponding to the summable balanedgd series, as well as the afterwards obtained
sum overy. Hence, the last sum overof the final expression for (3.b3 corresponds to
the balancedFs(1) hypergeometric series, which again may be presented in the form related
to (1.16) in accordance with expression (R)L&or gr1~12/2% taking into account relation
(1.149). The factor(1+ 8;.0)~1 in (3.11b) and in the expression for (3.kBappearing from
(5.7) of [19] can be replaced b%/ when the orthonormal states are expanded in terms of
the linearly dependent projected states with positive and negative

Up to thek-independent renormalization factors, determined completely by the strictly
derived formulae (3.18) and (3.1D), the orthonormalization coefficients (3d)land (3.1b)
may be obtained by an analytical continuation of the OCs @.Bhd (2.1b) of the
pseudocanonical isofactors, in a similar manner to the way the OCa) @@ (3.2) were
obtained by means of the analytical continuation [1] of the OCsaj2and (2.D) of the
paracanonical isofactors [15, 16]. For fixéd— L,, the parameters of (2.4Land (2.1b)
should be replaced by means of the same substitutions as in [1], namely

i—>k=1  jor-1 T iActs-D
i, > %(50—Ao) v— 50—%
d = —3(Li+ Lo+ Ag—So+n—1) b — J(v+L1—8o+n—3) (3.19)

a" — J(A+v+Lo+80+n)—2 b’ — —3(Li+Lo—Ao+do+n—1)
a— (L — Ag— o) b— J(Li— Lo+ Aog+80) — 1

in accordance with the correlated symmetries and restricting properties of the boundary
SU3) > U(2) and SUn) DO(n) isofactors and the corresponding overlap coefficients,
visually represented as array (1.13) of [16] and array (2.23) of [1].

Similarly, for fixed A, expressions (3.H) and (3.1b) may be obtained by means of the
substitutions (3.19) applied after (2.16). Finally, we presented the both couples of solutions
(for Ly—L, < A and forL;—L, > 1) in the unified forms as (3.H) and (3.1b) (and the
analogous results of [1] as (&Rand (3.Dd)). It was convenient also to replace in (82
(3.20), (3.118) and (3.1b) some ratios of factorials of the type (1l)Oby elementary
powers of(2k) (with the exponent§Ag+ 8§p)/2 or 1— (Ag+ 80)/2). However, we see that
neither the inverse reconstruction of (2.14) and (2.17) from &.ahd (3.1b) is possible,
nor the immediate transition between @.2(3.2b) and (3.18), (3.11) is allowed, since
the parametera, anddy are determined by the parities of the remaining parameters.

For dy = %(Ll — v — §p) > 0, the summation parameters gk and Ag in (3.13)
are restricted and the numerator—denominator polynorgjglsnclude the common factors
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(30 +La+do+n—2—x), ., (t+30—Li+d)-k+2),

| k—(Aotdo)/2
x[3(Li—v—Ag—1)+&]“@teh l_[ (%(V+L2—Ao+n)—s)d0
s=1

x(t+30—Li—A0)—5+2), [L1i—v+8—3+s]C  (3.209)

with the first three factors replaced by 1, whéyx — k < 0. Althoughk doesn’t exceed
o —dp, parametek may be extended to the all values< o, in accordance with definitions
(1.7a) or (1.7). The numerator—denominator polynomi@¥, respectively, include the
common factors
K—(Aog+80)/2

1_[ [%(v + L2 - AO + l’l) - S]d0+9r,1[1' + %(V — Ll — Ao) -5+ 2]d0+9V,1

s=1

x[5(Ly — v+ 80 — 3) + 5] @t®D (3.2()

whered, = 1 for 1 < s < k — (Aop + 80)/2 and O otherwise. The reduction factors
(3.208) and (3.2m) should be taken into account when rearranging the polynomial structure
(distribution of the linear and polynomial factors under square root sign) of §8.41dd
(3.11b) for v — L1 + 80 < O.

Note, that expressions (3.4)land (3.1b) for the OCs are valid and may be proved
separately foo = 3(L1—L,), T = 31 and foro = 1A, © = 3(L1—L,), without using
the substitutions (3.19). We see that polynomials (3.13) have the (truncated) SU(3) weight
spaces of zeros [13, 17], correlated mutually and with linear factors in the numerator and
denominator position of (3.4}, (3.11b) and coinciding with the roots of (3.2Dand (3.20)
(when condition (3.5) is relinquished). Besides, similarly as overlaps of the projected states,
the polynomialsg, . and g“* are invariant with respect to the transformations, generated
by the substitutions

Li—> —-Li—n+2 or L,— —L,—n-+4 (32]&)
and
Lo Lp—1 (3.21)

(together withdy <« §p for agreement of parities), but the totdh symmetry of the
polynomialsg, ., and g“* is correlated with theS, symmetry of four last double factorial
factors in (3.12) under the square root sign. Thus, the uniqueness of expressions for
the polynomials (3.13) are conditioned by th& b, d’, ¢ permutation symmetries, the
distribution of zeros and the total powers of these polynomials, restricted by the number of
squares in the partitions, g’ (cf [1, 2, 12, 16, 20]).

4. Concluding remarks

In this paper, the importance of the, functions of the Biedenharn and Louck was
demonstrated for the explicit solution of the orthogonalization problem of the biorthogonal
projected bases of the different subgroup chains with the single missing label, such
as SUR)® SUB) > SUEB) and SUf) > SOE). The corresponding approach,
considered in section 2, may also be useful in the case of the complementary chain
U(4) > U(2)®U(2), restricted to the block-diagonal subgroups [27], as well as for the
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chains Ug) > Um — 2)@U(2) in the case of the three-parametric irreps. Probably,
this approach may be also extended to explicit orthogonalization of the biorthogonal
coupling coefficients [28] of quantum algebrg(3), although its proof may be rather
problematic. Otherwise, extension of some results of section 3 to the complementary
chain Sp(4)> U(2) (cf [2]) is also possible. Still an open problem is the possibility of
the direct construction of the orthonormal states for these missing label states, in analogy
with the explicit SU(3)® SU(3) > SU(3) canonical solution [13, 20]. It is possible that
the resolution of the problem of Louck and co-workers [10, 11] for SU{3$0(3) may

also appear as some contraction (with some hidden parameters, simiaatud §p) of the
SURB)® SU(3) D SU(3) canonical solution, with a related structure of the normalization
factors and the denominator polynomials.
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Appendix. Orthogonalization coefficients for Elliott's basis of SU(3)> SO(3)

Now we may specify our orthogonalization coefficients (®)Ifbr the projected basis states
(1.1a) of the SU(3)> SO(3) Elliott basis, labelled by th& .,

S+ A< K. <min(u, L—A) (A1)

where§ =0or1,A=0o0r1,andA =0or1,suchthah +u —L -8, A—L — A, and
uw— L — A are even integers. Finally, for fixed we write

-1 p(A+8)/2 =& k., pliun.L]s
[AeLls 2(1+ 6k, 0 KX getr Rz,m (A.2)

KK, — e~ 1/2

[2@ - K] [3E + K] [§F G 2+2]

where on the r.h.s.

B [(A+M—L+A—%)!!()\+M+L+A—E+1)!!(,\+u+5—E+1)!T/2

R[fﬂ-ﬁ]z
MA+u+D'2L+ 1)

K, K4

xR (LKL AILR; L, 2(L - D)) (A.3)

and the notation (3.4) with the concrete values= %M andz = %(L — A) is used. The
numerator—denominator polynomials (functions) may be expressed in (A.2) as follows:

. X " _d//’ _e//’ _a//’ _b//
gl(, +:M(ﬂ )A/g/*( ” >

—C

(A.4)

"

: a//’ b//’ d//’ e//
= (-D=FAM(B) Aﬂ( )

with the partitions

g = [(%(E— 5 — A))(u—?)/Z, %(K+ _5— A)]

B = [(;( T N e *K—Ky)/2 (A.5)
=1z K) + ) , (2(# K)) ]
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Table Al. Polynomialsg®-X+ for fixed u and multiplicities< 4.
3 Ky goke 3 Ky goke
Multiplicity =2 (u—8—-A=2)
m m 273w1 (A, L, 8, A) i 5§+ A 1 (for any multiplicity)
Multiplicity =3 (u—8 — A =4)
u—2 u—2 280, L,8 A) w—2 pu—4 28w (r+1,L,5+1,A+1)
m m 278w, (1, L, 8, A) " w—2 23w\, L,5, A)
Multiplicity =4 (u—38— A =6)
w—4 u—4 2% L8, A) u—4 pu—6 2% +1L,5+1LA+1)
w—2 wu—2 2H,G0, L8 A) w—2 u—4 2%\, L,5,A)
w=2 pn—-6  28%L0A+1Ls+1LA+1D) m m 2%}, L, 8, A)
m =2 250, L5, A) “ w—4 23w\, L,§ A)
Here
01, L8, A) = —8+2P A+ D+ A +A—L+2D0+A+L+3H(25+1)
wp(h, L, 8, A) = (h =5+ HP 24 + 332
20— 8 +29PQA+ DA+ A—L+ DO+ A+L+525+1)
++A-L+DHPD+ A+ L +532 (25 +332
wh(, L, 8, A) = (L —8+2)@2A + 3?2
+20. =6+ 2PQ2A4+) A+ A-L+2A+A+L+3)(25+3)
++A—L+HED0+ A+ L+52 (25 4332
w3(M, L, 8, A) = (A — 8 +6)® A + 562
43 =84+ DY2A+3)PIU+A—L+6)A+A+L+T7)(25+1)
3-8 +2P QA+ DA+ A - L+6)PP(+ A+ L+7)@2(25 43?2
+A+A—L+6)FG+ A+ L+ 25+ 53D
wWy(A, L, 8, A) = (A — 8+ 2)®2A + 562
434 -8 +2Y2A+5PPG+A—L+2)(L+A+L+3)(25+5)
+30—864+2P2A+5A+A—-L+HPP2L+ A+ L +53225+532
++A-L+6CP0+A+L+7)32 (25 +562
HiO L8, A) = =8+ DO -5 +2)@2A + 532 2A +3)
4L =8+ HORA+5FDU+ A —L+HA+A+L+5)(25+3)
+30. =5+ HP2A+5Z20.+ A~ L+ HFD0+ A+ L +5@2 (25 453
434 =8 +2Y2A + )PP+ A - L+ 6%+ A+ L +7)%D (25 332
HA0 -8 +2P QA+ + A - L+6)FP 0+ A+ L+ 73225 + 532
FO+A-L+6CFP2A+A-L+HO+A+L+7B20.+A+L+5)
x(25 +5)52(25 + 3)
W3k, L,8,A) = (L — 8 +H®2A + 532

+30-8+9P2A+5FYA+A-L+HA+A+L+5)(25+5)
+30-8+292A+5FVA+A-L+HA+A+L+5)(25+1)
+30-8+2P@A+ DA +A-L+6)PPGh+ A+ L+7FD (25 + 5@
+30.-64+2PRA+50+ A - L+ 4P+ A + L +532 (25 + 53
T +A-L+6B20 +A+L+7)3225+552

with X0 = X (X —k)(X — 2k)--- (X —nk + k) and X® = XD,

and parameters

a"=30+A-8+1) b =30-A-58+2)
=32 p—%) -2 d'=3(A+L—-A+2)
¢ =30.—L—A+1).

(A.6)
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In particular,§’+2-%+2 = 1, and for fixedu — 8 — A, G52 = §*t2#+2 = 1. The concrete
expressions of non-trivial polynomial X+ for multiplicities < 4 are presented in table 1.
Invariance under the substitutiah <~ 1—-A allowed us to eliminate the explicit dependence
of K+ onA.
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